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Abstract 
Discussions about ecosystems are mostly relevant in current time, due to the fact that ecosystem approach is becoming 

more recognized and more applied in the modern world. In this article the attempt was made to identify the basic direc-

tions of ecosystem development in the context of business, innovation and competition. The main trends of this phe-

nomena by time intervals were determined. As an analytical tool the authors’ application called “Friendly text mining” 

which is based on the “NLTK” package of programming language python was put into service. From the Scopus data-

base journals 600 articles for the period from 1993 to 2023 were selected and processed. These findings have shown a 

significant increase in ecosystem related research, especially since 2014, digitalization, platform-based professional 

models and variations have been associated with the growing renowned strategy. Analysis also highlights the reduction 

of traditional cluster-based research, indicating that ecosystems are gradually changing clusters as an impressive struc-

ture to understand inter-firm cooperation and competition. In addition, this study recognizes statistically significant rela-

tionships between key words such as “ecosystem”, “platform”, “digitalization”, “digitalization”, and “innovation”, 

which underscores each other’s interconnected nature in contemporary business research. This study contributes to lit-

erature by showing the effectiveness of text mining methods, providing a scalable and systematic approach to the evolu-

tion of the educational discourse. Future research should find the structural mobility of ecosystems, their impact on in-

dustry change, and the role of emerging technologies in their evolution. 
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Introduction 

In this article, we intend to explore the genesis of ecosystems in the context of business and competition 

through bibliographic analysis, namely using text mining technology, since this technology is relatively re-

cent and, at the time of writing, the ecosystem phenomenon has not been investigated in this way. To do this, 

the authors want to find out which topics have been most relevant in the above context over the past 30 

years, as well as to identify how and which of them have changed their relevance with the advent of ecosys-

tems in the economic scientific works. 

Text mining has emerged as a valuable tool in scientific research (Fluck, 2005). It enables the automatic 

retrieval and extraction of information from scientific articles, which is crucial given the vast volume of lit-

erature in these fields. This is particularly evident in the field of mobile learning, where text mining tech-

niques have been used to analyze and extract information from a large number of research articles (Salloum, 

2018). The potential of text mining in science and technology research is further underscored by the devel-

opment of a text mining tool to support complex tasks (Korhonen, 2012; Cockburn, 2018). However, there is 

a need for further integration and refinement of text mining technology to fully realize its potential in scien-

tific research (Losiewicz, 2003; Chesbrough, 2003). 

Since the word “ecosystem” has roots in biological sciences, studying the genesis of ecosystems in a 

business context may lead to irrelevant articles. To avoid this risk, we decided to use “business”, “competi-

tion”, and “innovation” as keywords instead of “ecosystem” during the article search. To conduct the study, 

600 articles published from the journals of the Scopus database were analyzed, according to the keywords 

mentioned above. The selection of articles covered a fairly large period from 1993 to 2023. Using biblio-

graphic analysis, the authors examined the state and evolution of business processes, competition in innova-

tive research, and the role of ecosystems within them. 

The goal of the article is to identify the main directions of ecosystem development in scientists’ re-

search, through the prism of business, innovation and competition, in order to determine the trends of these 
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phenomena in time intervals, as well as to find anomalous values, which can provide a prerequisite for fur-

ther research of these values and connections. Additionally, the authors aim to explore the relationship be-

tween clusters and ecosystems in the context of competition and test the hypothesis that as interest in ecosys-

tem studies grows, the focus on clusters declines. The authors have contributed to the improvement of text 

mining technology by combining the most important functions from the NLTK python package, as well as 

by adding their own lines of code, which are presented later in the article. For their own convenience, as well 

as possibly for other interested researchers, the above functions were combined into one user-friendly web 

interface program, which the authors called “Friendly text mining”. With the help of “Friendly text mining”, 

the user, having no programming knowledge, will be able to perform various operations (lemmatization, re-

moval of stop words, search for the most used words in the context of periods, etc.) with a large volume of 

text. 

This study showed that in a competitive business environment, the popularity of ecosystem research is 

growing. Jacobites et al. support the conclusions of this study in the context of creating ecosystems as a 

mechanism for sustainable competitive advantage of companies. The authors use an ecosystem approach to 

strategic management and analyze the mechanisms of building an ecosystem of partners and clients 

(Jacobides et al., 2018). 

We agree with scientists (Boschma, 2015; Andersson et al., 2010; Lakhani, 2007) in the opinion that an 

ecosystem approach can stimulate innovation and entrepreneurship development. The authors explore the 

roles of various ecosystem participants, including startups, venture investors, accelerators and educational 

institutions, and analyze the relationship between them to create a favorable environment for innovation. 

The results of our research coincide with the analytical approaches of West and Boyers, in the context 

of business process diversification. Scientists have presented an overview of research related to open innova-

tion and the use of external sources to stimulate innovation in ecosystems that transform traditional business 

models. They also consider the challenges that organizations face when working in ecosystems (West and 

Boyers, 2014). 

Also, the results of our study coincide with the results of Parker et al., who study the role of the digital 

platform in building an ecosystem in the modern economy. The authors analyze how platforms are changing 

business models and how companies can use an ecosystem approach to achieve success (Parker et al., 2016). 

We disagree with Ketels in the opinion that clusters are becoming more relevant in current world, and 

we argue that ecosystems are more preferable form of interactions organization compared to a cluster. In his 

researches, the author discusses various strategies and tools of industrial policy that can be used for the de-

velopment of clusters and their benefits (Ketels, 2008; Ketels, 2013; Bresnahan, 2001). 

Methodology 

To achieve the goal of this article, a special application “Friendly text mining” was developed in the py-

thon programming language, using the NLTK package. The NLTK library assists the computer in analyzing, 

preprocessing and comprehending the written text. We have implemented the concepts of text mining using 

this library. The main function of the “Friendly text mining” is to analyze a large number of thematic articles 

and identify trends by finding and comparing the most used words in each period, illustrating all the results 

in the form of figures and tables. For completeness of the analysis, it also allows searching for words and 

phrases separately.  

To develop this application, the authors took the following libraries in the python programming lan-

guage as a basis: 

NLTK is one of the most popular NLP libraries in Python (Field, 2017). Allows to perform operations 

on the text such as tokenization, lemmatization, removal of stop words and others. 

EEL is a small library for creating interactive web applications, with full access to Python features and 

libraries. It is thanks to EEL that the authors managed to automate the entire process and make the program 

more understandable for users who are not familiar with programming.  

Matplotlib is a Python library for plotting graphs, which allows the creation of a variety of graphs, with 

their subsequent customization. 

Results 

Loading the corpus. 

We begin by uploading the files, that is, the “corpus” that we have prepared in advance. These are 600 

articles in total from the “Scopus” database with keywords “business”, “competition” and “innovation”. To 
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investigate the indicative dynamic of changes we chose 100 articles in any period from 1993–1998, 1999–

2003, 2004–2008, 2009–2013, 2014–2018, 2019–2023. 

  

 
Figure 1. Code for loading of the corpus into the program. 

Note — compiled by the authors in the programming language “Python” 

 

Figure 1 reports the lines of code for executing the first step of the program. The data on the number of 

periods and articles are calculated by this function. The corpus is loaded by extracting all text content from 

PDFs and saving it in TXT format and in the variable “storage”. To do this, we used the ready-made extract 

function from the PDFminer library. 

Cleaning the data and finding the frequency. 

In Figure 2, the main lines of code for text analysis are provided. Feature of this function is that it’s 

made up from various mathematical and scientific analysis python libraries such as “FreqDist”, 

“WordNetLemmatizer”, “MatPlotLib” and etc. All these libraries can be used at the same time with the help 

of authors’ codes, which make text mining more comprehensive and comfortable. 

 



The evolution of business ecosystems:... 

Buketov Business Review. 2025, 30, 1(117) 55 

Figure 2. Code for preparing the corpus and finding the frequency. 
Note — compiled by the authors in the programming language “Python” 

The first function is called “Remove numbers”. The name of this function speaks for itself. The pro-

gram removes all the numbers that are present in the corpus, since we seek for the most popular words but 

not the numbers.  

The next function “Remove punctuation” removes punctuation marks, symbols, double spaces and oth-

er signs that do not contain semantic load.  

The “Convert to Words” function splits the text into word tokens. This can be done by the function 

word_tokenize which is included in the NLTK package. This was made in row 17. Once the tokenization is 

completed, we will be able to learn valuable and useful information from the tokens. Frequency distribution 

is one of them. However, before that we need to find and delete stop words. Stop words are words and sen-

tences that do not play any role in the intellectual analysis of the text. Usually “am, is, are, this, a, an” are 

treated as stop words. However, depending on the purpose of text mining, different words can be considered 

as stop words. Stop words in NLTK are the most common words in the data. These are words that you don’t 

want to use to describe the topic of your content. They are pre-defined and cannot be deleted. This function 

removes the basic stop words that are written in the program code. After this process, all punctuation and 

non-informative stop words will be removed. This operation is done from row 18 to 20. 

The lexicon normalization process takes into account another form of text noise. For example, the 

words “connection”, “connected” and “connecting” can be combined into one word “connect”. It does this 

by reducing all derivative-related variants of a word to their common base term. There are usually two ways 

to normalize the lexicon. These are stemming and lemmatization. Stemming is a method of linguistic nor-
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malization that either reduces words to their root word, or cuts out word-forming affixes. This process lowers 

the meaning of words to their root word. Lemmatization is the process of bringing words to their root word, 

which are lemmas that are linguistically correct. It does this by using techniques such as vocabulary and 

morphological analysis to change the base term. In most cases, lemmatization is considered as a more ad-

vanced process than stemming. Stemmer analyzes each word independently, without taking into account the 

surrounding text. For example, the word “better” comes from the word “good”, which serves as its lemma. 

This object will not go through the process of creating the basis for lemmatization, because this requires a 

preliminary search in the dictionary. NLTK has built-in function to make this procedure called lemmatize. In 

row 21-22 we use this function to all filtered words from previous steps. Since the corpus is ready, the text 

has passed all stages of processing and text analysis operations can be performed. 

We have studied the ready-made vocabulary units and can find the distribution of the 30 most popular 

words in all periods. To find the most popular words in our word units we use another python library called 

“FreqDist”. From row 23 to 31 the function most_common of this library is implemented. Moreover, one 

more library called “matplotlib” was included into current research. This library helps to visualize textual 

information into the graphs and figures. We can get useful and sometimes unexpected information that 

would be difficult to notice without the use of text mining technology. 

Figure 3. Distribution of the 30 most popular words in all periods. 
Note — compiled by the authors in application “Friendly Text Mining” 

We can see that all graphs have signs of hyperbole. This means that the words standing closer to the ax-

is of the abscissa coordinates have the greatest number of repetitions and, accordingly, vice versa. 

For example, in Figure 3, in the period from 1993 to 1998 we can observe that the word business is the 

most popular and occurs 3821 times, surpassing the next most frequent word industry (2100) almost by 2 

times. The words process, market, management, new, strategy, strategic are also quite common. These words 

met in this period from 1500 to 2000 times. The last seven positions were occupied by the following words: 

performance, manager, activity, group, research, data, analysis and competition, which met less than 1000 
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times. Over the course of 30 years, the frequency of use of these words has varied from graph to graph. Later 

in the article, we will combine all the data from these graphs into one table for a more visual comparison. 

Comparing the results 

We have identified the top 30 popular words of each period and now we can observe the trend of chang-

ing words in all periods (Table 1). In this table, we have added all the words that were in the top 30 popular 

words in at least one of the periods. Comparing the absolute meanings of these words in each of the periods 

would not be entirely correct, since their general meanings differ. Therefore, the authors decided to change 

the values as a percentage relative to the total number of each word. For example, the word bank appeared 

only 4,913 times in all periods, and 7.47% of that number, or 367 words, were used between 1993 and 1998. 

Further, to make the table more visual, conditional formatting of the table was applied in a gradient from red 

(lowest values) to green (higher values). 

If a word is monotonously colored in all periods, then it is equally distributed between periods. We 

should pay special attention to those words where there is a sharp change in the gradient. In this case, we are 

talking about the following words: bank, chain, data, innovation, law, manager, model, network, organiza-

tion, platform, retailer, social network, supplier, supply, technology. 

Table 1. The list of all popular words among 6 periods. 

Words 1993–1998 1999–2003 2004–2008 2009–2013 2014–2018 2019–2023 Total words 

1 2 3 4 5 6 7 8 

Activity 24,39 % 16,48 % 9,24 % 9,60 % 22,05 % 18,23 % 3895 

Analysis 13,21 % 11,50 % 17,72 % 18,38 % 20,06 % 19,13 % 6372 

Bank 7,47 % 2,32 % 22,94 % 24,38 % 38,90 % 3,99 % 4913 

Business 16,37 % 12,28 % 12,58 % 11,06 % 20,88 % 26,84 % 23341 

Case 9,24 % 10,62 % 16,70 % 20,02 % 23,75 % 19,67 % 8758 

Chain 10,66 % 5,75 % 12,85 % 39,45 % 14,94 % 16,35 % 3602 

Change 20,71 % 13,93 % 14,65 % 14,56 % 18,93 % 17,21 % 6798 

Common 11,21 % 16,07 % 16,99 % 19,28 % 19,58 % 16,88 % 12840 

Company 20,68 % 11,31 % 17,40 % 10,11 % 13,57 % 26,93 % 5570 

Competition 3,32 % 15,30 % 15,21 % 23,66 % 28,55 % 13,96 % 24523 

Competitive 15,87 % 15,24 % 13,55 % 19,89 % 23,52 % 11,94 % 7875 

Consumer 2,06 % 14,97 % 21,03 % 20,54 % 17,83 % 23,57 % 7336 

Cost 9,63 % 12,34 % 18,02 % 24,57 % 21,77 % 13,66 % 10972 

Creative 11,33 % 16,23 % 17,06 % 18,40 % 19,76 % 17,22 % 11457 

Customer 11,25 % 9,86 % 12,28 % 15,84 % 26,47 % 24,30 % 6106 

Data 12,42 % 11,77 % 10,73 % 12,98 % 18,95 % 33,15 % 7313 

Demand 4,64 % 12,26 % 17,65 % 28,28 % 20,72 % 16,45 % 5604 

Economic 10,73 % 15,39 % 21,00 % 15,00 % 18,10 % 19,77 % 5861 

Effect 8,78 % 12,62 % 15,00 % 21,23 % 23,72 % 18,65 % 11350 

Equilibrium 0,44 % 4,96 % 21,73 % 36,93 % 21,48 % 14,46 % 6751 

Firm 11,57 % 7,35 % 13,57 % 8,21 % 27,83 % 31,48 % 16937 

Group 15,19 % 18,00 % 9,19 % 19,74 % 16,69 % 21,20 % 6256 

Increase 6,42 % 9,05 % 14,51 % 26,01 % 22,86 % 21,15 % 6762 

Industry 16,53 % 14,45 % 16,34 % 15,06 % 21,03 % 16,59 % 12703 

Information 15,68 % 14,85 % 14,63 % 22,27 % 14,98 % 17,59 % 6767 

Innovation 2,64 % 7,69 % 4,61 % 19,06 % 29,38 % 36,62 % 8260 

Law 11,33 % 44,09 % 12,30 % 10,98 % 12,65 % 8,65 % 2277 

Management 15,86 % 10,22 % 10,01 % 19,46 % 23,75 % 20,70 % 11552 

Manager 32,25 % 15,34 % 11,65 % 9,58 % 16,58 % 14,60 % 2986 

Market 7,23 % 13,82 % 17,42 % 22,52 % 21,32 % 17,69 % 25453 

Model 8,64 % 7,78 % 10,01 % 13,74 % 28,89 % 30,93 % 4933 

Network 12,51 % 13,31 % 11,86 % 9,30 % 34,15 % 18,86 % 4299 

New 15,84 % 14,45 % 14,71 % 12,62 % 22,33 % 20,05 % 10776 

Organization 30,89 % 15,14 % 11,74 % 11,61 % 17,52 % 13,11 % 4532 

Performance 14,24 % 19,04 % 13,17 % 13,77 % 20,16 % 19,62 % 6819 

Platform 0,17 % 0,17 % 1,33 % 5,32 % 26,55 % 66,45 % 6319 

Policy 13,15 % 29,05 % 13,53 % 13,51 % 15,46 % 15,31 % 5545 
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Words 1993–1998 1999–2003 2004–2008 2009–2013 2014–2018 2019–2023 Total words 

1 2 3 4 5 6 7 8 

Price 4,93 % 11,73 % 25,62 % 23,27 % 21,06 % 13,38 % 15102 

Process 27,62 % 19,04 % 10,91 % 10,72 % 16,90 % 14,81 % 7176 

Product 7,50 % 12,73 % 11,42 % 28,36 % 21,68 % 18,31 % 14464 

Production 6,89 % 7,94 % 15,23 % 31,42 % 21,10 % 17,43 % 4688 

Quality 8,52 % 11,93 % 25,12 % 16,95 % 15,52 % 21,96 % 4904 

Research 10,55 % 11,56 % 11,41 % 14,99 % 23,74 % 27,76 % 8978 

Resource 23,80 % 14,57 % 14,05 % 10,24 % 19,07 % 18,27 % 5731 

Retailer 2,18 % 4,94 % 11,15 % 54,73 % 7,67 % 19,33 % 3766 

Service 9,54 % 16,54 % 14,48 % 19,60 % 18,24 % 21,60 % 7735 

Social 5,99 % 12,12 % 14,25 % 12,83 % 22,53 % 32,29 % 4358 

Strategic 21,52 % 11,27 % 9,75 % 18,77 % 24,52 % 14,17 % 7341 

Strategy 15,79 % 12,37 % 16,29 % 14,83 % 23,23 % 17,48 % 10159 

Study 13,04 % 10,92 % 10,77 % 17,98 % 23,23 % 24,06 % 9824 

Supplier 7,15 % 5,47 % 15,97 % 42,86 % 17,58 % 10,97 % 4165 

Supply 3,04 % 7,98 % 14,75 % 47,15 % 13,63 % 13,44 % 3682 

System 17,07 % 16,26 % 12,85 % 18,97 % 16,22 % 18,63 % 6216 

Technology 9,55 % 10,84 % 14,64 % 8,16 % 31,35 % 25,46 % 5812 

Trade 11,82 % 28,95 % 16,85 % 14,81 % 12,84 % 14,72 % 3240 

Value 11,17 % 8,07 % 12,14 % 19,24 % 24,00 % 25,38 % 10789 

Variable 12,53 % 11,66 % 12,71 % 20,60 % 25,20 % 17,30 % 6734 

Firm 5,94 % 9,32 % 21,59 % 37,66 % 21,71 % 3,77 % 11156 

Note — compiled by the authors in application “Friendly text mining” 

 

From Table 1, we can easily see the spread of words in each period, and coloring helps to better notice 

how evenly words were used in all periods. If the color shades of a certain word differ slightly from each 

other from period to period and have a red shade, this indicates that this word was equally relevant through-

out the entire period under study and has a high probability of continuing this trend. In contrast, if the colors 

in the periods differ, and some periods have a more yellow or green hue, it shows that these words were most 

relevant in these years, unlike others. 

Of the total number of activity words used in all periods, which amounted to 3,895, approximately 

24,4% of this number was used in the period from 1993–1998, that is, in the first period under consideration. 

The distinctive periods are periods 2004–2008 and 2009–2013, where there is a significant decrease in the 

frequency of this word. 

The word bank was used in approximately 86% of cases in the 3rd, 4th and 5th periods and about 14% 

in the rest, with the highest value of 38.9% in the 2013–2018. In this period, the following words also 

showed the greatest importance: network — 34.15%, competition — 28.55%, technology — 31.35%. 

The word chain showed the greatest relevance in the period from 2009–2013, scoring slightly less than 

40%. The following words had the similar trend: cost — 24.57%, demand — 28.28%, equilibrium — 36.93, 

product — 28.36%. production — 31.42, retailer — 54.73, supplier — 42.86. supply — 47.15, firm — 

37.66%. Most of the above words are related to each other. For example, the words product, production and 

chain are related to production topics. At the same time, demand, supply, supplier, retailer, equilibrium, firm 

describe market participants and market relationships. Therefore, the main object of research in the period 

from 2013 to 2018 can be suggested as market, as well as industrial production. 

The word data was used approximately the same way from the 1st to the 4th periods, slightly increasing 

the frequency in the 5th period, increasing almost twice to the value of 33.15%. The words firm, innovation, 

model, research, social, study, value had a similar tendency. The data from the table shows that the study of 

the above concepts over time becomes more interesting for the authors of publications. It becomes clear that 

the authors are starting to mention more about research and models, pay more attention to social issues, and 

there is also a constant increase in interest in innovation. 

The word platform had the same tendency. However, its uniqueness lies in the fact that it showed the 

greatest growth among the words under consideration in the entire study. Approximately 26% of this word 

was used in the period from 2014–2018 and about 66% in the period from 2019–2023. This suggests that 

research on platforms is just beginning to gain momentum in scientific circles. This can be caused for several 

reasons. One of them is that large enterprises are increasingly realizing the importance of building their own 
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ecosystem for their further growth (Asheim, 2011). In this regard, there is a growing interest in the platforms 

on the basis of which these ecosystems are being built. Later in the article, we will use the word search func-

tion to confirm or refute this assumption. 

There is also a relationship between the words law, policy, trade. All of them were most relevant in the 

period from 1999–2003. 

The words manager, organization, process tend to decrease. In the first period, all had the highest values 

(approximately 30%) and after a while they began to occur less frequently, up to about 14% in the last inter-

val. This may indicate that the study of management and operational activities of the enterprise interested 

researchers in the early 1990s. However, this interest slowly waned throughout the rest of the period. 

Studying the genesis of ecosystem. 

In this part, we want to check when, in the context of business, innovation and competition, scientists’ 

interest in ecosystem research began, and how this interest changed during the period from 1993 to 2023. 

Having determined this trend, we want to compare it with the distributions of words that were studied by the 

authors in previous steps and, possibly, identify statistically interrelated groups of words that in a certain way 

affect the growth or decline of each other's relevance. 

Up to this stage, we have determined that the word ecosystem has not been used often enough to enter 

the top 30 from any period. However, we have noticed the rapid growth of the word platform, and as we 

found out from the works of Isckia’s and others (Isckia, 2014), the ecosystem is built on the basis of a specif-

ic platform. These results are encouraging and give us a reason to continue the study. As a continuation, the 

authors decided to determine the exact number of occurrences of the word “ecosystem” in each period and 

compare it with the words of interest — those that show a sharp contrast from period to period — in Table 1. 

Additionally, in this step we also investigated words “diversification”, “digital” and “cluster” to find out their 

correlation with the word “ecosystem”, and to check these results with the conclusions of other scientists. 

We can see how our assumption about the relationship between platforms and ecosystems has been con-

firmed. Both of these words in percentage terms were used in the first period less than 0.5 percent and re-

mained approximately at this level until the third period. A significant increase was noticeable in the fourth 

period, where the values sharply exceeded the mark of 25–30 percent, and in the sixth period were approxi-

mately equal to 65 percent. This proves that ecosystems and platforms have become one of the main topics 

of researchers and this interest began to appear from 2014–2018. In the theoretical part, we mentioned that 

platforms are the basis for creating ecosystems, and the relationship of these words is obvious. 

However, what really deserves attention is that the word digital has almost the same tendency of use in 

percentage and absolute terms. The sharp increase in the study of digitalization has also dramatically in-

creased the relevance in the study of ecosystems. This may indicate that digitalization has a positive impact 

on the emergence and development of ecosystems. In the future, you can review articles from the sixth peri-

od and draw more accurate conclusions using the manual method of text processing. 

 

Table 2. The spread of the word ecosystem and related words among 6 periods. 
Words 1993–1998 1999–2003 2004–2008 2009–2013 2014–2018 2019–2023 All words 

Cluster 8,95 % 5,42 % 29,00 % 23,83 % 9,08 % 23,71 % 793 

Data 12,42 % 11,77 % 10,73 % 12,98 % 18,95 % 33,15 % 7313 

Digital 2,21 % 1,39 % 0,74 % 1,39 % 22,93 % 71,33 % 1221 

Diversification 5,03 % 2,17 % 3,09 % 7,55 % 15,56 % 66,59 % 874 

Ecosystem 0,40 % 0,48 % 0,48 % 2,15 % 31,92 % 64,57 % 1253 

Firm 11,57 % 7,35 % 13,57 % 8,21 % 27,83 % 31,48 % 16937 

Innovation 2,64 % 7,69 % 4,61 % 19,06 % 29,38 % 36,62 % 8260 

Model 8,64 % 7,78 % 10,01 % 13,74 % 28,89 % 30,93 % 4933 

Network 12,51 % 13,31 % 11,86 % 9,30 % 34,15 % 18,86 % 4299 

Platform 0,17 % 0,17 % 1,33 % 5,32 % 26,55 % 66,45 % 6319 

Research 10,55 % 11,56 % 11,41 % 14,99 % 23,74 % 27,76 % 8978 

Study 13,04 % 10,92 % 10,77 % 17,98 % 23,23 % 24,06 % 9824 

Technology 9,55 % 10,84 % 14,64 % 8,16 % 31,35 % 25,46 % 5812 

Value 11,17 % 8,07 % 12,14 % 19,24 % 24,00 % 25,38 % 10789 

Note — compiled by the authors in application “Friendly text mining” 

 

The word diversification has a similar connection. Despite the fact that this term appeared in the circles 

of scientists studying economics much earlier than our studied periods, it began to gain the greatest populari-
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ty only in the last two periods. This suggests that the creation and development of ecosystems along with 

digitalization makes it easier for companies to diversify their activities. 

You can also observe the relationship between the words “ecosystem” and “cluster”. Based on the bib-

liographic analysis, it can be noted that scientists recognize that in many respects the terms “ecosystem” and 

“cluster” have common characteristic features (Adner, 2017). However, in determining the differences be-

tween these terms from each other, the opinions of economists differ. There is a point of view in the scien-

tific literature that an ecosystem is a more perfect form of interaction organization compared to a cluster 

(Moore, 2006; Sherwani, 2018; Autio, 2021; Arthur, 2021). Moreover, scientists emphasize that the ecosys-

tem is the next stage in the evolutionary development of cluster models in the context of digitalization. This 

fact is confirmed by the results of the study. Table 2 shows that clusters began to become relevant for re-

searchers in periods three and four (29% and 24%, respectively, in percentage terms of universal use for the 

entire period), before the beginning of mass interest of scientists in the topic of ecosystems. In the fifth peri-

od, the popularity of the use of the word cluster decreased to 9%, at the same time, the use of the concept of 

ecosystems increased from 2% to 32%. In the final period, interest in the research of clusters increased again 

— about 24%, however, this does not compare with the increase in relevance for ecosystems. In the sixth 

period, the word “ecosystem” accounted for 65% of occurrences, which is three times more frequent than the 

use of word clusters. 

We can also build a correlation table from this data to quantify the relationship. So, using the Microsoft 

Excel program, and based on the following formula for calculating the Pearson correlation coefficient, we 

can get Table 3. 

 

Table 3. A table of correlation coefficients.  

 
clust

er data 

digita

l 

diversif

ication 

ecosy

stem firm 

innov

ation 

mode

l 

netw

ork 

platf

orm 

resea

rch study 

techn

ology value 

Cluster 1,00              

Data 0,95 1,00             

Digital 0,78 0,90 1,00            

Diversification 0,83 0,93 0,99 1,00           

Ecosystem 0,79 0,91 0,99 0,98 1,00          

Firm 0,93 0,99 0,90 0,91 0,92 1,00         

innovation 0,91 0,98 0,92 0,93 0,94 0,98 1,00        

Model 0,93 0,99 0,90 0,91 0,92 1,00 0,99 1,00       

Network 0,90 0,96 0,82 0,83 0,85 0,98 0,95 0,98 1,00      

Platform 0,80 0,92 1,00 0,99 1,00 0,92 0,94 0,92 0,84 1,00     

Research 0,95 1,00 0,88 0,90 0,90 0,99 0,98 1,00 0,98 0,90 1,00    

Study 0,95 0,99 0,85 0,87 0,87 0,98 0,97 0,99 0,98 0,87 1,00 1,00   

technology 0,92 0,98 0,86 0,87 0,89 0,99 0,97 0,99 0,99 0,88 0,99 0,98 1,00  

Value 0,96 0,99 0,86 0,88 0,88 0,99 0,98 0,99 0,98 0,88 1,00 1,00 0,98 1,00 
Note — compiled by the authors in application Microsoft Excel 

 

Table 3 shows that the word “ecosystem” has a strong connection with the words digital, diversification 

and platform, since in all cases the correlation coefficient is higher or equal to 0.98 and their relationship is 

statistically significant. The word platform can be especially noted. Their correlation coefficient is equal to 

the maximum value of 1.  

Summarizing the results obtained from Tables 1 and 2, we can conclude that in the context of business, 

competition and innovation, ecosystems were not particularly popular among scientists until 2014. As inter-

est in topics such as innovation, digitalization, diversification, and platforms has developed, there has also 

been an increase in interest in ecosystems. You can also see how the word cluster is noticeably different from 

all the words. It has the most minimal correlation in comparison with others. It can be concluded that as di-

versification and digitalization grow, the cluster approach is giving way to the ecosystem approach. These 

connections serve as a prerequisite for further in-depth analysis of their causes and potential consequences. 

However, within the scope of this study, we will limit our discussion to these results. 

 

Conclusions 
The study confirmed the hypothesis that interest in ecosystem research is growing in scientific circles 

and the number of articles studying the cluster approach is decreasing. This is primarily due to the develop-
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ment of digital platforms that contribute to the evolution of the organization of business processes from clus-

ters to ecosystems. In the context of digitalization, enterprises are striving to introduce innovative business 

methods. Ecosystems are priority areas of business development and promotion. 

Statistically interrelated groups of words have been identified. These are words related to the topic of 

ecosystems, such as diversification, digital, cluster. (which in a certain way affect the development of eco-

systems). 

The development of digital platforms and networks creates new opportunities for businesses and con-

sumers, accelerates the processes of interaction between all participants, and most importantly changes tradi-

tional business models. The diversification of enterprises’ activities is accompanied by the creation, imple-

mentation and development of ecosystems. 

The assumption about the relationship between platforms and ecosystems was confirmed. This proves 

that ecosystems and platforms have become one of the main topics of researchers. The development of digi-

talization processes has also influenced the increasing relevance of ecosystem research. This may indicate 

that digitalization has a positive impact on the emergence and development of ecosystems. 

As a recommendation for future research, we suggest studying the content and composition of ecosys-

tems as a means of enhancing business process efficiency. Additionally, increasing the state’s role in ecosys-

tem management could foster ecosystem growth and development. This could involve measures such as es-

tablishing innovation parks, providing tax incentives, financing and supporting startups, and other strategic 

initiatives. 

The review of the articles demonstrates the trend of changing the focus of scientific research of scien-

tists and shows how, as time passed, some words began to lose relevance and be replaced by others. Identify-

ing these changes, especially those that have a sharp rise or decline, as well as further studying their causes, 

can help advance research in the field of business, innovation and competition. This review and recommen-

dations can enrich the methodological landscape of innovative research and allow the community to use the 

opportunities provided by digital technologies. 

Text mining applications provide access to the processing of a large amount of information and allow 

you to identify the main trends in research. Therefore, the role of text mining technology in scientific re-

search is quite high. 
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