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Overview and advantages of Machine Learning (ML) in Statistics

Abstract

Object: The main purpose of this study is to provide insight into why machine learning is the future of statistics.
The virtual world generated a vast amount of data bringing together intelligent machines and networked processes. Ma-
chine learning as the emerging field of data science leads to new implications for statistics in terms of the big data era.
Nowadays Machine Learning (ML) application is becoming broader including psychology, artificial intelligence, con-
trol theory, information theory, neuroscience, philosophy, Bayesian method, computational complexity theory etc. The
recent use of ML in medicine, agriculture or trading is evidence of its future development in the coming years.

Methods: This study is based on the literature review of Machine learning (ML) models, paradigms, algorithms,
and their advantages versa classical statistics. As obvious of ML application, the number of articles on Machine Learn-
ing and Data Science vs Classical Statistics in Wikipedia reflected in Python.

Findings: The main results of this study are listing the main Machine Learning Algorithms and applications. In
addition, this paper identifies the main advantages and disadvantages of Machine Learning versa classical statistics.

Conclusions: There are many advantages of Machine Learning (ML), which highlight the future of Machine
learning methods in statistics. The increase in data and innovations make a long and broad way of Machine Learning
(ML) development.

Keywords: Machine Learning, Supervised Learning, Unsupervised Learning, Reinforcement Learning, Evolution-
ary Learning, Semi-Supervised Learning, Neural Network, Data Science

Introduction

Today Machine Learning (ML) can be applied in various directions of psychology, artificial intelli-
gence, control theory, information theory, neuroscience, philosophy, Bayesian method, computational com-
plexity theory etc.

Machine Learning might solve mostly five different problems. The first classification problem answers
the question “Is this A or B?” Anomaly detection problem occurs to identify the odd one to make out. How
many quantitative questions are related to the regression problem? The organizing and hidden issues behind
a problem are called as a clustering problem. The reinforcement problem is devoted to anticipating the next
things that will happen.

The development of ML starts in the 1950s when introduced Turning Test persuade people that they
talked with humans, not with machines. The last social network developments lead to innovations such as
Deep Learning, Amazon, and Google platforms.

The virtual world generated vast amounts of data bringing together intelligent machines and networked
processes. Machine learning as the emerging field of data science leads to new implications for statistics in
terms of the big data era. Nowadays Machine Learning (ML) application is becoming broader including psy-
chology, artificial intelligence, control theory, information theory, neuroscience, philosophy, Bayesian meth-
od, computational complexity theory etc. The recent use of ML in medicine, agriculture, or trading is evi-
dence of its future development in the coming years.

It has actually to compare Machine Learning Algorithms with classical statistics by showing the pros
and cons. This study is making comparisons and finds key ideas through a literature review. Therefore, based
on secondary data the advantages and drawbacks of ML are provided. Moreover, this analysis highlights the
future growth and development opportunities of Machine Learning (ML) in the coming years.

* Corresponding author’s e-mail: didar.ilyassov@narxoz.kz
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Literature Review

Similarly, to Big Data Analytics the theoretical framework of Machine Learning (ML) is building up. It
is obvious that new technologies will bring new methods of ML. However, the six algorithm steps create a
machine-learning model similar to other data processing. The steps, tasks and brief description is given in
Table 1. Today Machine Learning (ML) can be applied in various directions of psychology, artificial intelli-
gence, control theory, information theory, neuroscience, philosophy, Bayesian method, computational com-

plexity theory etc.

Table 1. The components of ML with the main tasks and brief description

Steps

The main task

Brief description

Step I — Data Set collection
and preparation

To format data as input to the algo-
rithm

The cleaning of noise or irrelevant data to make
it to a structured format.

Step II — Feature selection

To remove irrelevant features

The selection of the most important features
subset.

Step III — Algorithm selec-
tion

To choose the most suited algo-
rithm for problem solution

There are many various learning algorithms.
The most imperative for the best possible re-
sults should be applied.

Step IV — Model and Pa-
rameters choice

To set the most appropriate param-
eter values of algorithms

Some initial manual invention helps to identify
the most suitable model and parameters.

Step V — Exercising

To train model using a part of data
set

The use of training data to improve model ap-
plication.

Step VI — Performance as-
sessment

To assess model application by
using accuracy, precision and re-
call performance parameters

The model testing before real-time application
to confront unobserved data how it meets per-
formance parameters.

Note: adopted by authors from Alzubi, et al., 2018 and Batta, 2019

Machine Learning recently used in different fields as shown in Figure 1.

Social
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Figure 1. Machine Learning (ML) applications
Note: adopted by authors from Alzubi, et al., 2018 & Khan, A., 2010

The paradiiims of ML with the main tasks, algorithms, and brief descriptions are provided in Table 2. In

accordance with Table 2, the algorithm's training and output availability classify ten categories of Machine
Learning (ML) paradigms. According to Alzubi, et al., 2018 among mentioned paradigms in Table 2 super-
vised learning is staying as the most popular.
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Table 2. The paradigms of ML with the main tasks, algorithms and brief description

Learning par- The main task ML popular Algo- Brief description ML application and examples
adigm rithms
Supervised To make applica- Decision Tree The outputs in the case of | Recognition systems and e-
Learning tions from predic- | Naive Bayes classification are discrete | commerce website offerings.
tions of historical Support Vector Ma- and continuous for re- Classification and regression.
data chine gression
Regression Analysis
Unsupervised To find some fea- | Principal Component Learning and revealing In the case of unknown data
Learning: tures, patterns and | Analysis some structure in unla- categories are suitable Feature
rules from the data | K-Means Clustering beled data vectors to apply predictive
models for text, documents,
images, etc. Clustering, associa-
tion, dimensionality reduction
Reinforcement | To get the correct | As learning to check the | Learning No problem solving, but applied
learning output output correctness in classification and control
Evolutionary To adapt inputs To propose the best Understanding by algo- Mostly applied for biological
Learning and rules by be- solution to the problem | rithm organisms to adapt their envi-
havior ronment
Semi- To use the power Generative Models. Best suitable to model Generative Models, Self-
Supervised of supervised and | Self Training. building by a lack of Training and Transductive
Learning unsupervised Transductive Support skills and high cost of SVM are generated categories
learning Vector Machine. observations to use. It can be used for prob-
lems like classification, regres-
sion and prediction
Ensemble To set many hy- Random Forest Bias decreasing (boost- AdaBoost tests the dependence
Learning potheses to build a ing), Variance (bagging) between the common learners

prediction model

and precise predictions
(stacking)

Random Forest as parallel
explosion of relationships
among base learners

Boosting reflects the sequence
of weak models in a small num-
ber of observations

AdaBoost is adaptive boosting.
Bagging as bootstrap gets
means of all predictions.

Neural Network

To adjust the
weights of neuron
as a nerve cell
interconnections
by help of electric
impulses to dis-
tribute through the
brain

Supervised Neural
Network
Unsupervised Neural
Network
Unsupervised Neural
Network

Reinforced Neural
Network

Adjusting weights help to
get accurate results by
training to make predic-
tions on unobserved data.
Also make group them by
similarities to get correct
outputs

Training data and data classifi-
cation by similarities or human
learning by mistakes in interac-
tion with the environment based
on past decisions.

Instance based

To generalize

K-Nearest Neighbor, k-

Any inputs can be com-

Database of training instances

learning based on training means, k-medians, hier- | pared with the trained allows to apply differently,
data archical clustering and instances to make predic- | globally and locally in an easy
expectation maximiza- tions way quickly with some time for
tion prediction
Dimensionality | To deal with high | Multidimensional scal- | Reducing dimensions Applications in climatology,
reduction algo- | dimensionality ing (MDS), Principal help to avoid irrelevant biology, astronomy, medical,
rithms and sparsity of component Analysis and redundant data to get | economy and finance

data to make im-
plicit data struc-
ture

(PCA), Linear Discri-
minant Analysis (LDA),
Principal component
regression (PCR), and
Linear Discriminant
Analysis (LDA)

higher accuracy of results

Hybrid Learn-
ing

To decrease errors
of ensembles by
hybridization to
make heterogene-
ous models

Heterogeneous models
by combining clustering
with association mining
or decision tree etc.

In classification algo-
rithms to decrease of
computational complexi-
ty, over fitting and stick-
ing to local minima by
model combinations

Solving complex tasks with
error minimization

Note: adopted by authors from Alzubi, et al., 2018
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Machine learning (ML) applications are broadly used in different fields of life: computer games, sophis-
ticated speech recognition systems, driving autonomous vehicles, filter spam emails, robotics and artificial
intelligence, text mining, emotion reflections, document categorization, search engines, web marketing, text
classification in social networking, medical field, banking, facial recognition climate forecast, stock trading
systems (Khan, 2010).

Prediction of the moon cycle, seasons, and future agriculture yields, humankind is getting information
from indirect observations and needs future intersections of statistics and data science (Sofia et al., 2019).
However, this study explores Machine learning Algorithms and applications.

Methods

This study is based on a literature review of Machine learning (ML) models, paradigms, algorithms, and
their advantages versa classical statistics. As obvious of ML application, the number of articles on Machine
Learning and Data Science vs Classical Statistics in Wikipedia reflected in Python.

The recent trends of Machine Learning and Data Science development from 2016 to 2022 as mentioned
above are implemented by using codes of Python. Such visualization of big data also highlights the ad-
vantages of Machine Learning.

Results
The application of Machine Learning faces many challenges. As mentioned by Alzubi, et al., 2018 they
are:

e Machine learning methods require a big amount of data to make accurate results and predictions. Howev-
er, researchers are not always able to get such an amount of data. In this case, giants like Facebook and
Google are leading in the field of Artificial Intelligence.

»  Spam detection. It is not easy still to detect spam or not.

»  Machine learning algorithms still have problems in differentiating objects and images. Deep learning
algorithms and different fields of Machine Learning use are new challenges.

Machine Learning Algorithms are continuously developing widespread spreading everywhere (Bhatia &
Kumar, 2017). Today the following applications can be highlighted: deep learning, data mining, and data
analytics, natural language processing, testing and simulation, machine learning in medicine, and human-
computer interactions (Christian et al., 2021, Sarker, 1., 2021, Xuming et al., 2020). Machine Learning (ML)
Wikipedia page views from 2016 to 2022 is illustrated in Figure 2 that shows the popularity of it. The peak of
popularity was in 2019 that then slowed down by COVID -19. Below provided codes of Python for Machine
Learning that help to collect and analyze actual data (Fig. 2).

p = PageviewsClient (user agent="Python query script by " + your contact
_info)

MLviews = p.article views (project='en.wikipedia', articles=['Machine
Learning', 'Artificial Intelligence'], granularity='monthly',
start="'20160101"', end='20221231")

ML df pd.DataFrame (MLviews)

ML df = ML df.transpose ()

ML df ML df.set index (ML df.index.strftime ("%Y-%m")) .sort index()

ML df

fig = plt.figure()

plt.title("Monthly Wikipedia pageviews for ML")
plt.ticklabel format (style = 'plain')

ax = ML df.iloc[:,0].plot(kind="line', figsize=[14,8], color="purple")
ax.set xlabel ("Monthly pageviews")

ax.set ylabel ("Month")Text (0, 0.5, 'Month')
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Monthly Wikipedia pageviews for ML
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Figure 2. Machine Learning (ML) Wikipedia page views from 2016 to 2022
Note: moderated by authors by using Python

Nowadays SMAC (Social, Mobile, Analytic, and Cloud) technology expand the borders of ML applica-
tion due to the big data rise as well. Computers are becoming powerful by ML algorithms and taking human-
like behavior. Digitalization of any activities makes outputs precise and fast coming. The digitalization of
government services also highlights the importance of ML applications (Kumar et al., 2017). According to
our analysis in Figure 3 it is obvious the popularity of Data Science versa Classical Statistics in Wikipedia.

fig = make subplots(specs=[[{"secondary y": True}]])

# Add traces

fig.add trace(go.Scatter(x=df.index,y=df['Statistics'], name="Statistics"),
secondary y=False,)

fig.add trace(go.Scatter(x=df.index,y=df['Data Science'],
name='Data Science',
line=dict(color="red"),
mode="lines'), secondary y=True)

fig.update layout(title='Data Science vs Statistics',

xaxis_title="Year")
fig.show()

Data Science vs Statistics

2000

Figure 3. Data Science versa Classical Statistics
Note: moderated by authors by using Python
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As evidenced by Figure 3 Data science is becoming more popular than Statistics. The increase in popu-
larity of Data science including Machine Learning (ML) by innovations is obvious in the future.

Discussions

Data science including Machine Learning (ML) is developing rapidly than classical statistics. Table 3
shows the main categories of Big Data Analytics with its main purpose, advantages, and disadvantages versa
classical statistics.

Table 3. Category of Big Data Analytics

Feature Programming | Main purpose Advantage Disadvantage
Language
WEKA Java Supervised and | Read files from numerous Does not support much
unsupervised different database visualization
data mining
Rapid Miner Java Supervised and Offers numerous proce- Consumes lots of RAM
unsupervised dures for selection of attrib- | yser computer,
data mining ute and outlier detection a large amount of data can
produce an error
Orange Python Supervised and Used for data visualization | Working with a limited
unsupervised with mining technique scale of data,
data mining additional libraries need to
download
Tableau No Visualization Low cost, less capacity of Not support statistical fea-
memory and easy to up- tures
grade and need to integrate with
other software platforms
R program- C++, Fortran, | Supervised and | No restriction for R license | Lack of memory manage-
ming R unsupervised and compatible across plat- | ment that caused by any
data mining forms available memory when
needed quick task peforms
KNIME Java Supervised and Capability to process mas- Update to the latest version
unsupervised sive data that only can be not working unless user
data mining limited on the available installing the software
computer hard disk space again
Note: adopted by authors from Nor et al, 2020

As the commonly used Machine Learning Methods (ML) Tree-based methods observe inputs and the
responses assuming data generating as complex and unknown (Shafiee et al., 2020). It interacts with variables
by revealing some hidden patterns. Other algorithms allow learning from the Data as well (Masci et al.,
2017). It manages to find complex and very flexible functional forms in the data without simply over fitting
(Mullainathan et al., 2017). Boosting, bagging and random forests serve to reduce variance and increase pre-
dictive power (James et al., 2013). CART Model is able to find interaction to fit non-linear relationships over
individual CARTSs (Friedman, 2001).

As discussed Big Data Analytics including Machine Learning (ML) allow new opportunities and chal-
lenges.

Conclusions

By comparison of Classical Statistics and Machine Learning, the main advantages of Machine Learning
are:

- Learn from the Data (Al-Jarrah et al., 2015).

- Tree-based methods can be classified as Machine Learning Methods (ML). It observes inputs and the
responses assuming data generating is complex and unknown. It interacts with variables by revealing some
hidden patterns (Masci et al., 2017).

- It manages to find complex and very flexible functional forms in the data without simply over fitting
(Mullainathan et al., 2017).
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- Boosting, bagging, and random forests serve to reduce variance and increase predictive power (James
et al., 2013).

- CART Model is able to find interaction to fit non-linear relationships over individual CARTs (Fried-
man, 2001).

A lesser amount of data is suitable for supervised Learning, and better performance and results might be
obtained by Unsupervised Learning with big data, but when data is becoming huge it is better to apply deep
learning (Batta, 2019).

To sum up, the future of Machine learning methods in statistics is clear in a long and wide way.
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JI.LK. UabsicoB, K. Kutanosa, T. Kenu
CraTucTuKagarbl MAITMHAJIBIK OKBITYFA IIOJIY 5KOHE aPThIKIIBLUIBIKTAPBI

Anoamna:

Maxcamur: 3epTTeyaiH HETi3ri MakcaTbl — MAallMHAJBIK OKBITY CTAaTHUCTHKAHBIH OOJIamarbl €KEHJIr Typaibl
TyciHik Oepy. BupTyannmel onmemM akpUIIbl MallMHAJIAP MEH JKEJIUTK IpouecTepi OipiKTipy apKbUIbI KONTETeH
JIepeKTepal Kacaipl. MallWHAJbIK OKBITY AEPEKTep FBUIBIMBIHBIH JaMbII Kelie JKaTKaH Ccalachl PETiHIE YIIKEeH
JIEpeKTep N1ayipi TYPFBICHIHAH CTATHCTHKA YILIH jkaHa cayapra akeneni. Kasipri yakpiTTa MammHaibIK OKBITy 161 (MO)
KOJIIaHy KEeHEHIN Kejell, OHBIH ILIIHJE NCHXOJIOTHS, JKacaHIbl MHTEIEKT, 0acKapy TEOpHSCHI, aKlapaT TEOPHSCH,
HeBpoJjorusi, ¢uiocodus, baitec omici, ecenrey Kypaenumiri Teopuschl >koHe T.0. MO-HBI MeaulIMHaNa, aybul
LIapyambUIBIFBIHA HEMEce cayAalia )KaKbIHAa KOJIaHy OHBIH aJlIaFbl XKbUIIAp/Ia O/1aH dpi AaMybIH KOpCETe/l.

Ooici: by 3epTTey KIACCHUKANBIK CTATHUCTHKAMEH CAIBICTBIPFaHIA MAIIMHAJBIK OKBITY Mozaenpaepi (MO),
napagurmanap, airopuTMIep JKOHE OJIapAbIH apTHIKIIBLIBIKTAPBI Typajbl dhe0OuerTepii moyra HerizgenareH. MO
KOJIIaHYZIaH Kepil OThIPFaHbIMBbI3Nal, BUKHUIIEANAAFbl KIACCHKAIBIK CTATHCTHKAMEH CAaJbICTHIPFaHa MAIlWHAJBIK
OKBITY JKOHE JIepeKTep Typajibl Makasianap canbl Python-na kepcerinren.
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Kopvimuinovl: byil 3epTTeymiH HETi3ri HOTYIKEJIepl MAaIIWMHAIBIK OKBITYIBIH HETI3TI alropuTMaepi MeH
KochiMIranapel. COHBIMEH KaTap MakajiaJga KJIACCHKAJBIK CTATHCTHKAMCH CaJIBICTBIPFAH/IA MAIIUHATBIK OKBITYIBIH
HETi3r1 apTHIKIIBUIBIKTapbl MEH KEMIILTIKTEPi aHbIKTaJIFaH.

Tyorcoipvimoama: CTaTUCTHKANAFbl MAIMHAIBIK OKBITY ONICTEpiHIH OONalIaFblH KOPCETETIH MAaIlWHAIBIK
OoKbITYIIH (MO) KenTereH apThIKUIBUIBIKTaphel Oap. JlepekTep MEH HMHHOBaLUsUIAp KOJIEMIHIH apTybl MAallMHAJBIK
OKbITY 16l (MO) mamMbITYyIbIH y3aK XKOHE KEH KOJBIH KYpanbl.

Kinm ce30ep: MallMHANBIK OKBITY, MYFATIMMEH OKBITY, MYFaJiMCi3 OKBITY, KYIICHTUIICH OKBITY, YBOJIOIUSIIBIK
OKBITY, MYFaJIIMMEH apajac OKBITY, HEHPOHIBIK JKelli, IepeKTep FHUIBIMEIL.

JI.K. Habsico, K. Kutanosa, T. Kenu
0030p 1 NpenMyIeCTBA MAIIMHHOTO 00YUY€eHHs B CTATHCTHKE

Annomauusn

Lens: OCHOBHAS LIEJIb 3TOTO UCCICAOBAHUS — JaTh MPEACTABICHUE O TOM, IOYeMy MaiuHHOe oOydenue (MO)
— 93TO OyIyIliee CTATUCTUKU. BUPTyanbHbI MUP TEHEPUPYET OTPOMHOE KOJIMYECTBO JAHHBIX, 00BEIUHSS HHTCIICKTY-
aJbHBIE MAITUHBI M CETEeBBIE MpoIecchl. MammHHOe 00yUeHue, Kak pa3BUBAIONIAsACS 00JaCTh HAYKU O JaHHBIX, IIPHUBO-
JIUT K HOBBIM TIOCTICJICTBHSIM JIJISI CTATUCTHKH C TOYKU 3pEHUS SMOXHU OOJBIINX JaHHBIX. B HacTosmee BpemMs puMeHe-
HHE MalTMHHOTO O0YYEHHS CTAHOBHTCS BCE IIHMPE, BKIIFOUYAs IICUXOJIOTHIO, NCKYCCTBEHHBIA MHTEIUIEKT, TEOPHIO YIIPaB-
JIEHUS, TEOPUIO HH(OPMAIHH, HEBPOJIOTHIO, Qrtocoduro, 6alieCOBCKUIT METO/I, TEOPUIO CIIOKHOCTH BBIYUCICHUHN U T.
1. HenaBree ncmosnb3oBanne MO B MeIUITMHE, CEITHCKOM XO3SHMCTBE WJIM TOPTOBJIC CBHJIETEILCTBYET O €TI0 JaTbHEH-
[IeM pa3BUTHH B OJIMKANTIIHE TOJTBI.

Memoowl: IT0 McceoBaHNE OCHOBAHO Ha 0030pe JIMTEpaTyphl 0 MOAENIM MamnHHOro o0y4enus (ML), mapa-
JIUrMaM, aliTOPUTMaM M MX MPEUMYIIECTBAM M0 CPABHEHUIO C KIACCUYECKOM CcTaTUCTHKON. Kak BUAHO U3 MpUMEHCHHS
ML, Konu4ecTBO cTaTeil 0 MAIIMHHOM OOYYCHHHU U HayKe O JaHHBIX, B CPABHCHUH C KJIIACCHYECKOU CTATUCTHKOU B Bu-
KHITenU, OTpaxkeHo B Python.

Pesynomamepi: OCHOBHBIMU pe3yJIbTaTaMH 3TOTO MCCIICOBAHUS SIBIISIOTCS aJTOPUTMBI U MPHUIOKECHUS MAIIMHHO-
ro obydenusi. Kpome Toro, aBTOpaMu OIpeeieHbl OCHOBHBIE MMPEUMYIIECTBA U HEIOCTATKH MAIIMHHOTO OOY4YEeHHS IO
CPaBHEHMIO C KJIACCUYECKOW CTaTUCTUKOM.

Bv1600b1: EcTh MHOTO TIpENMYIIIECTB MAITHHHOTO O0YYESHHsI, KOTOPbIE TIOTIEPKUBAIOT OyAyIee METOJ0B MaIlluH-
HOTO OOYyYCeHHS B CTATUCTHKE. YBEIHMYCHHE 00beMa NaHHBIX W WHHOBAIMK MPOKIANbIBACT JOITUNA M IIUPOKUH MyTh
Pa3BHUTHUS MAIIMHHOTO O0yYEHUSI.

Knirouesvie cnosa: mammuaHoe o0ydeHne, o0ydeHHe ¢ yauTeaeM, o0ydeHne 6e3 yuanuTelrst, 00y4IeHne ¢ moaKperie-
HHUEM, IBOJIOIMOHHOE 00y4eHue, 00ydeHHEe CMEIIAaHHOE C YYUTEIeM, HeWPOHHAS CETh, HAyKa JaHHBIX.
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