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Application of text mining technology for comparative analysis of trends in the labor market

Abstract

Object: The main purpose of the article is to analyze the employment of the population in the post-Soviet space in
the context of world events to identify positive and negative trends in employment, as well as characteristic trajectories
of development directions.

Methods: Modern methods of word processing, in particular text mining, word cloud were used.

Findings: The rapid development of modern technologies, Internet applications is accompanied by the generation
of large amounts of data, the timely processing of which is today one of the main problems in various spheres of life -
social, economic, political, and others. In solving this global problem, modern methods of processing text information,
the so-called text mining technologies, come to the rescue. These tools allow to increase the efficiency of solving prob-
lems of different levels. The algorithms embedded in the text mining technology reveal the basic concepts of the text,
the content and the relationship between them.

The integration of modern text mining systems and the R-Studio programming language makes it possible to con-
duct research in the field of text analysis and processing. These systems, using statistical methods, process the rating of
news documents, materials of scientific documents, blogs, tweets, emails, advertisements and other information. The
main task of text analysis is to get a clear idea about the topics of interest, to extract important information. The analysis
of text documents by text mining methods is carried out in several stages: information search, text preprocessing, ex-
traction of the required information, application of text methods, analysis and interpretation of the obtained results. For
the analysis of texts, articles in Russian in PDF format were selected, including information on trends in the labor mar-
ket and employment for 1995-2020.

Conclusions: over the past 20 years there have been significant changes in the labor market and employment. Text
analysis technologies made it possible to reveal that during the study period, the labor market issues of unemployment,
employment, employment transformation, the emergence of new forms of employment, social and gender problems,
and others raised.

Keywords: text mining, word cloud, TF-IDF, LDA, employment, labor market.

Introduction

The labor-intensive process of the manual method of text analysis remains far in the past. Huge arrays
of text data today can no longer be explored without the use of software. Modern information technologies
allow researchers to use computer processing methods and text mining. The rapid development of the Inter-
net makes it possible to extract information resources for data processing from scientific articles, online dis-
cussions, websites, chats, user reviews, newspapers, social networks, and other open sources. Therefore, text
mining methods are the most relevant and in demand at the present time in various fields of business, poli-
tics, education, etc., first of all, for visualizing the content of information taken from the texts of reports,
speeches and reviews. For example, in the US Department of Health, word clouds have been used to analyze
the content of documents to determine if sufficient attention is being paid to the core activities of the organi-
zation (Atenstaedt, 2017).

There are many online tools that generate word clouds. One of the first is Wordle.net. These tools visu-
ally display frequently occurring words in the text and serve as a quick way to get a general idea of the in-
formation being studied (article text, speaker’s speech, blog or database posts, respondents’ online responses,
comments, and others). In some cases, word clouds can reveal specific features in the data that prompt fur-
ther, deeper exploration. It should also be noted that text analysis has some disadvantages, which are the rea-
son for the rare use of this method in the analysis of scientific articles.
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Literature review

Recently, most research has been carried out using new technologies in the field of artificial intelli-
gence, machine learning, etc. Of particular interest are the so-called text analysis technologies, since the
analysis of patterns and trends is a huge task. Therefore, text mining is widely researched today. Text Mining
extracts relevant knowledge from text documents. Various text mining methods convert unstructured data
into structured data. Text classification, one of the basic principles of text analysis, requires a number of text
processing techniques, the most important of which is natural language processing (NLP) (Udgave, Kulkarni,
2020).

Numerous research papers are published online. The growth in the development of computer and in-
formation technology makes it difficult for users to find and classify interesting scientific articles on a specif-
ic subject (Cai, Luo, Wang, Yang, 2018). Therefore, it is desirable that there be a mechanism by which sci-
entific papers are systematically classified according to similar topics. This will allow users to quickly and
easily find research papers of interest to them. As a rule, searching for research papers on specific topics or
subjects takes a long time. For example, researchers usually spend a lot of time on the Internet to find articles
of interest to them. The required information is not retrieved effectively due to the fact that the articles are
not grouped by topic or there is no access to the necessary information (Bolshakov et al., 2017).

Today, owing to big data technologies, this problem is completely solved. Modern possibilities of anal-
ysis, classification and processing of a huge number of research papers make this work efficient, manageable
and accessible. The use of automated processing methods every year an increasing number of scientific pa-
pers come to the aid of researchers. They allow to describe the essence of the article, catch the direction of
the research and a summary before reading the content in the main body of the article. In this regard, the
keywords of scientific papers should be written concisely and informatively (Kalabin, Korneeva, 2020).

To classify a huge number of articles into articles of similar subjects, scientists Kim S. and Gil J. (2019)
propose to use an article classification system based on term-frequency - inverse document frequency (TF-
IDF) schemes and Latent Dirichlet Allocation (LDA) schemes. The proposed system firstly creates a repre-
sentative keyword dictionary with the keywords that the user enters and with the topics extracted by the
LDA. Second, it uses the TF-IDF schema to extract topic words from article abstracts based on a keyword
dictionary.

Experimental results show that the proposed system can well classify entire articles with similar topics
by keyword ratio. The classification system based on the TF-IDF and LDA schemes is widely used, as it is
quite effective (Nguyen, 2019).

Word cloud technologies are also in high demand. Word clouds are an image made up of words that to-
gether resemble a cloud shape. The size of a word shows how important it is, e.g., how often it appears in the
text - its frequency. People typically use word clouds to easily create summaries of large documents (reports,
speeches), create art on a topic (gifts, exhibitions), or visualize data (tables, surveys) (Turner, 2017).

Modernization of modern methods of data processing requires the search for effective ways to enhance
the process of using this tool. Atenstaedt (2012) in his research reveals the features and applications of the
clouds, which contribute to a more in-depth study of these technologies.

Word cloud is a resource that allows you to create a visual image of keywords, text in an attractive
form. There are special programs that generate a cloud by displaying the most frequently used words in large
print, for this it is enough to enter text or URL (website address) in a special field. Techniques for working
with the word cloud are unusual and useful for those who perceive most of the information with the help of
vision. On the one hand, this is just an opportunity to create a beautiful picture for a report or presentation.
On the other hand, it is a useful tool with many interesting applications (Ramsden & Bate, 2008).

Methods
In the process of research, modern methods of text processing were used — text mining, word cloud.

Results

To determine the main trends in the labor market and employment problems, a literature review in Rus-
sian was conducted for the period from 1990 to 2020 in the R-Studio program. This program allows using
special built-in commands to analyze texts, which help to identify relevant thematic issues (Verzani, 2017).

R-Studio is a program that is both a programming language and an environment for statistical compu-
ting and graphing (Mark, 2012).

Text mining (TM) is an innovative method of structural text analysis, which represents a broad perspec-
tive of theoretical approaches for processing input textual information. This method is an interdisciplinary

16 BecTHuk KaparaHguHckoro yHnsepcuteTta



Application of text mining technology...

field of scientific activity at the intersection of data mining, automatic text processing, descriptive statistics
and informatics.

To analyze text information in the R program, the “tm” (text mining) package is used, which is installed
using the install.packages(‘“tm”) command. First of all, the so-called “Corpus” is created. A corpus is an ob-
ject that includes all analyzed texts. A variety of operations can be performed with a text corpus, such as rep-
resenting all words in capital letters (tolower), removing punctuation marks (removePunctuation), removing
extra spaces, and others (Kabakof, 2015).

The general stages of text data processing are: data cleaning; lemmatization; stemming.

Data cleaning includes removing numeric data, spaces, replacing uppercase letters with lowercase ones.
Also, stage 1 removes “stop words” or they are also called “noise words”. That is, words that on their own do
not carry any semantic load (too frequent, too rare, too short, non-nouns, proper names). These include prep-
ositions, suffixes, participles, interjections, numbers, particles, conjunctions. For example, “not”, “also”,
“these”, “either”, “among”, “always” and others.

Stemming is the process of finding a word stem for a given source word (cutting a word to a stem). In
the process of stemming, endings are discarded from words. Stemming is based on the rules of language
morphology. Thus, stemming cuts endings and suffixes from the word so that the remaining part is the same
for all grammatical forms of the word.

Lemmatization is the process of defining the lemma of a word. Lemma is the original, basic form of the
word. For nouns and adjectives, it is the singular form of the nominative case, and for verbs, it is the infini-
tive.

To analyze the texts, articles in PDF format were selected, including information on trends in the labor
market and employment for 1995, 2000, 2005, 2010, 2015 and 2020. The analysis includes the following
commands:

1) Creation of a database that includes the analyzed PDF files. To perform the analytical part of our
task, the first thing to do is to create a PDF database or corpus. The corpus is a database of words. Six PDF-
format documents are loaded into the corpus. Therefore, we create a database consisting of documents in
PDF format. We upload all PDF files and perform a document upload pre-check to make sure that all re-
quired documents are uploaded to the database.

2) Cleaning the case from the so-called noise (tm command). A number of transformations are per-
formed: we change all text to lower case, remove numbers, stop words, all punctuation marks, and spaces.
These operations really tidy up and structure our documents so that text can be parsed; in other words,
changing text from unstructured format to structured format.

3) In our case, we do not want the program to abbreviate words, so we set stemming to FALSE.

4) Checking frequently occurring words in all documents and determining their number (Fig. 1).

> inspect({opinions.tdm[1:10,])#Examine 10 words at a time in across documents

<<TermpocumentMmatrix (terms: 10, documents: 6)==

Non-/sparse entries: 60/0

Sparsity : 0%

Maximal term length: 11

weighting : term frequency (tf)

Sample

DoCs

Terms 1995, pdf 2000.pdf 2005.pdf 2010.pdf 2015.pdf 2020.pdf
bezpaboTrua 40 103 44 23 5 8
BuzHec 1 1 [ 15 1 5]
A0X0Ab 2 58 13 =] 3 5
IAHATOCTE 60 119 63 112 108 45
ZAHATHIX 1 16 33 4 1 2
MIMEHEHMWA 1 9 14 4 2 3
nwaen 1 4 1 10 1 1
MeCcTa 5 5 2 4 2 5
HOEBEbIE 2 5] 1 1 1 5
HOBBIX 2 3 2 & 5 9

Figure 1. Determination of the number of repetitions of the first 10 frequently occurring words
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

For text analysis, a command is installed that checks for the presence of the first 10 words that appear in
all documents and determines the total amount of repetitions of these words in each document. For example,
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the word “income” appears twice in the first document, 58 times in the second, 13 times in the third, 9 in the
fourth, 3 in the fifth, and 5 times in the sixth. As can be seen from Figure 1, the main topic of the study is
employment issues, the frequency of which is the highest in all the studied files. The second largest is the
problem of unemployment. “Unemployment” was the most frequently discussed in 2000, and in subsequent
periods this problem was raised less and less. This fact confirms the situation on the labor market during the
study period. According to Kazakh official statistics, the highest unemployment rate was 10.4% in 2000.
This is followed by a gradual decline to 4.9% in 2020 (BNSASPR, 2020). The data in Figure 1 confirm this
fact: the largest mention of the word “Unemployment” is observed in 2000 - 103 times, the smallest in 2015
(5 times) and in 2020 (8 times).

Also common to all documents is the word “change”, which implies transformational processes in the
labor market. In the documents of 2000 and 2005, it occurs the most times, 9 and 14, respectively. It was
during these periods that mass computerization took place, informatization of all spheres of activity, which
significantly affected the employment of the population. The emergence of new industries (IT, services), the
digitalization of society led to the emergence of new forms of employment, which is reflected in Figure 1:
the word “new” is most common and discussed in 2000 and 2020 (9 and 14, respectively).

If we consider the next 10 most popular words, we note that some of the most common words are:

“problems”, “work”, and “market” (Fig. 2).

- inspect{opinions.tdm[11:20,])#Examine 10 words at a time in across documents

<<TermpocumentMmatrix (terms: 10, documents: 6)=>

MNon- spalse Entr1es 60,/0

sparsity 0%

Maximal term 1ength 10

weighting : term freguency (tf)

Sample :

DoCs

Terms 1995, pdf 2000.pdf 2005.pdf 2010.pdf 2015.pdf 2020.pdf
nepexog 3 2 2 2 2 1
npobnema 2 2 5 4 2 4
npobnemsl 5 = 64 23 11 15
paboTa 49 29 e 45 18 16
paboumx 4 41 34 22 13 13
pocT 1 & 6 5 2 -
PEIHOK 36 49 42 25 30 26
CEBAZMH 3 7 5 & 2 1
COUMANbHbIX 3 26 2 2 1 3
cfepe 1 9 9 4 3 11

Figure 2. Second 10 frequently occurring words
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

The word “problems” was mentioned 91 times in 2000, which indicates the most difficult period for the
labor market (in terms of employment, advanced training, social protection, etc.). This period is character-
ized by acute social problems (the word “social” occurs 26 times).

Consider terminology that appears at least 20 times in all 6 documents. That is, if we previously ana-
lyzed the frequency of use of terms for each individual document, now we will analyze all 6 documents as a
whole (Fig. 3).

» Fintfregrer |5(”p1n s, trﬂu;freq-’ jhf e = Inf#Frequent teres that appesr at Teast 20 tines across all docunents

(1] "Gepabomiuz fmaHec IOk B A T QT R "ogsl "Mobnew
(0] "palior’ p@ ot e ey Ao Rty Tya0EEX
it "ypt}EEH ycnu mx HOOUSHORONISeCOrD

Figure 3. Terms appearing in all documents at least 20 times
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

One can also consider the total amount of frequently occurring words in documents (Fig. 4).
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» 1. 1dme-as. matrix (opinions. tdn[ft, ] )#5um the count of all frequently occurring words
» s0rt(zoply(Fe.zdn, 1, sum), decreasing = TRUE)
JMATOCT iR Oepaboma  npobnew 0K pafiora pabous KoMDMK LONOB TOVAORSY  YCTORMAX
507 0 13 109 208 166 17 115 10 i b
JMATEX JOOREKs  COLFTBRX Cepe  WaNEHEHHR fiasec HOBX OCT 3KOKONHUECKTD (a3l NecT
5 i3] ) i 3 i 7 ] 1 U i)

Figure 4. Sum of frequently occurring words in documents
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

As Figure 4 shows, the maximum number of words “employment” — 507, “labor” — 303, “unemploy-
ment” — 223, and others, reflects the general focus of the subject under study. Based on the analysis carried
out, it is possible to note transformational processes in the labor market, as well as to identify the following
pronounced problems: incomes of the population, social protection of the population, new working condi-
tions, introduction of new forms of employment, and others.

Thematic modeling.

Let us apply one of the topic modeling methods based on a specific algorithm called LDA (Latent Di-
richlet Allocation). It is a mathematical model of a language that captures topics (lists of similar words) and
how they cover various texts. By scanning and understanding the importance of words in the text, this algo-
rithm can evaluate what is contained in the text (review), what the reviewer thinks on various topics that are
weighted and interconnected. Also, the LDA function monitors which words appear next to others in texts
and reviews. This information is captured using probability statistics, which is a deeply mathematical pro-
Cess.

The application of this text mining method is that several documents can be grouped by topic. That is,
documents similar to each other are grouped. The following libraries are loaded for this task: tm, a tool for
working with PDF files, ggplot, and dplyr.

The next step is to create a document matrix. This is required for data modeling. Since all analyzed
texts must be presented in the form of a matrix of document terms. To make this transformation, the corpus
we have already created, which is a document, is taken as the initial unit. We place it in the matrix function
of the document term “DocumentTermMatrix(document)” and save it as a DTM variable. Now we create our
actual model. The first step for topic modeling is to create a model using the “lda” function, where Ida is
short for Latent Untargeted Allocation. So we use the LDA function and pass in the name of our document
matrix (DTM), k equal to 6 says we have 6 documents and we set the initial value so that every time we run
the function we get the same results.

When creating a model, there are specific things that we are interested in. First of all, these are beta val-
ues, which are part of our model (Fig. 5). Therefore, we create a new variable, which we call “beta_topics”
and create a “tidy” function, to which we pass our model “LDA”.

> #5hows the probabiTity of a word being associated to a topic
> beta_topics<-tidy(Model_lda, matrix = "beta")#create the beta model
> beta_topics#shows all the information in beta_topics
topic term beta

1 cyBOneHHLIe 1.14e- 3

Z CYBOMNeHHe 2.02e-67

3 CyBONeHHMe  4.90e-64

4 CyBOMNEHHLe 1.92e-58

5 CyBORn2HHLIe 6.77e-66

6 CyBOMeHHLe 4.57e-66

1 nbezpaboTwvua 1.14e- 3

2 nbezpaboTuua 3.26e- 4

3 nbezpaboTvua 1.26e-62

4 nbezpaboTuua 2.10e-57

Figure 5. Beta values
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

Figure 5 shows that the terms “laid off” and “unemployment” are most related to the topic under study.
In other words, they are part of all 6 documents, and the beta value shows a quantitative relationship with the
text. The highest beta in 2015 is 6.77 e-66. The lowest score was in 1990. This means that the higher the beta
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value, the stronger the connection of the term with the analyzed topic. Therefore, it can be argued that the
problems of layoffs were especially acute in 2015 and 2000 (beta coefficient = 4.9 e-64), and unemployment
problems in 1995 (beta coefficient = 3.26 e-4).

By examining the beta values to see which terms or words make up each topic, one can display this vis-
ually as a series of graphs (Fig. 6). To do this, one needs to make sure that all terms that are frequently re-
peated in documents are grouped based on beta values. The chart displays the groups of terms most frequent-
ly used in each document. It should be noted that practically in all documents the dominant words are em-
ployment, labor market, work, and unemployment.

Topic# 1 Topic#2 Topic#3
i TpyAa -
Tpyaa
COUaNEHarD - -
TPYmOB - -
o [
COLMANEHOI - HaceneHua - -
npoGets - HeCTaHRapTHEA - .
MaBunBHOCTH - -
pafouny-
YBONBHEHUA - - Aokt
|
. | HacereHiA -
ODpasozaHne HECTHOAPTHBIX - .
;i aloun-
Counan=Hoi - ! HeCTaHIaDTHEIEANGOpHL = .
TPYROYCTROfiCTEa - - SKOHOMIK - HECTaHOAPTHOI - .
000 001 0.02 0.03 004 0.000 0.005 0010 0015 0.00 [l 0.02 0.03 0
Tapic#4 Tapic#5 Topic#6
Y3 " (Geapafomua -
PhIKOK -
Tpodnent - SHTLI-
YACTYHOM = HACEMEHNA -
TexMonorui - -

0.005 0010

0.008 0010 0015
beta

0.005 0.010 0018 0.020

Figure 6. Grouping terms based on beta values
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

In 1995, social problems were raised in the labor and employment market, the problems of layoffs of
workers, mobility, education, and employment. The year 2000 also focuses on the problems of employment,
to which the problems of income and the economy as a whole are added. In 2005, transformational processes
are observed in the employment market, as there is a prevailing use of such terms as non-standard forms of
employment. The next period (2010) is focused on gender issues of the labor market, the problems of wom-
en's employment and age restrictions are raised. As a solution, the introduction of part-time employment is
proposed. The year 2015 again raises the problems of unemployment, which intersect with the problems of
workers' wages. In the documents of 2020, much attention is paid to the impact of digital technologies, labor
platforms on employment. The consequence of this influence is the emergence of new forms of employment,
the words freelance and freelancer are especially often mentioned.
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Word cloud.

The word cloud tool (function) shows a random display of all words in the text source, where the size of
each word is proportional to the number of repetitions in the text.

A word cloud is a set of frequently occurring words depicted in the same picture in different sizes. The
more often a word occurs in the text, the larger it is in the picture. A word cloud is one of the powerful ways
to visualize text, which determines the direction of the analyzed information and indicates the main, real
trends on the topic under study.

In total, 160 scientific articles by Kazakh authors and authors from the CIS countries were loaded into
the program, the key content of which was the topic of employment. To trace the evolution of forms of em-
ployment, the list of references was divided into three periods: 1990-2000, 2001-2010, 2011-2020 (Fig. 7).

1990-2000 2001-2010
2 T S OUMaRLT 2 e boWsB0nCTBeHHER
= counanbHoro H iponssoncrse
3 o WCNEHHOCTH
2: 6e3pa oTnua NPON3ECANTENLHOCTH
3 = & g AOXOA0B Aemorpagi
|2 6e3paboTHbIX : PO« o
g Ge3paboTHble 32 sapagoTHoit
P4 S aa npobnem
g Mo6manocm E38 .
81 . owmou[ LLbI B #
i af " - T N g O P sanaToro
prp,a
é’: C¢QEIHK9
I cuny
pbIHKe o 3 s 1
¥ - Y eckon -]
COLlLIJJ—bHOL ] €CKoro = H
cnpoca pa OTy o MeCTa oo pocra s H
peltox g NOXEeHUs Kéfipo H
pa60'ra Ha pabo” £ Hr;é’ponbl » HaceneHna o
COL[MaﬂbHO 5 g Hoan s pasmm PbIHOK
H A =] nepeMeH npobnemy
‘ HOBOM g.x ep aHUS
crTaryc IR Soneseant O u Do 3 a) BaH Li
2011-2020
ugpposbie
=) 3aHs 4
X o nnatcpopmbl hpunanc
JE O o 3NEeKTPOHHbIN k
= / |/
s3 & R pa3BuTHe rMepNL!
EEZ0  mr  esue paboTHUKOB
CEE> MHMPOPMALIMOHHO
&3© P sl g B
g OTHOLLUEeHWNsAa
5 9 Tpu . OLLUEeHN
o 1A A A Ll A ]
s ® ;13‘:»:6.’“1—31"%]5%
uBble HEY ICTOV T%%Hc
€cTBO 0 u Mbl _— nBan
i MKT TPyAY
3Ha2?¢8v % o 3 et Hble PbIHOK
PO N O aTunu
OHNallH 2 © pabo
MUKa = 8 (1] _H«q\;,‘_ Bas
noaen = = 3 Yo
dopmax st = cunbl 3KOHOMMKE
TOCTH 3 S TEXHOOMIA
s NEPEXOA ckpbiTan
UMMPOBbLIX F = TOVAOBbIE ;s o

Figure 7. Word cloud for the periods 1990-2000, 2001-2010, 20112020
Note — compiled by the author based on the R program (articles in Russian were used for the analysis)

The results of the word cloud analysis showed that the following terminology was most often men-
tioned in the articles:

- in the period 1990-2000 — unemployment, dismissal of workers, shortage of jobs, layoffs, socially new
status of an employee, personnel, changes, forced, self-employment, mobility. The transition from a planned
economy to a market economy brought with it great changes in the world of work. The closure of many en-
terprises and factories was accompanied by mass layoffs. In such conditions, people were forced to agree to
any work - partial or temporary. To adapt to new working conditions, workers became mobile;

- in the period 2001-2010 — social problems, labor demand, problems of wages and incomes, unem-
ployment, temporary employment, part-time employment, informal employment, labor migration. Despite
the stabilization of the economy, there were still unresolved social and income issues. Crisis of 2008-2009
raised the issue of unemployment. This period is characterized by the spread of temporary, part-time, infor-
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mal employment;

- in the period 2011-2020 — digital economy, human capital, Internet, new forms of employment, in-
formation technology, remote employment, robotization, remote work, education, capital, outsourcing, free-
lancing. The development of the Internet and information and communication technologies contributes to the
emergence of new forms of employment. Scientists are concerned about the consequences of robotization
and its impact on the labor market. The problems of the level of education and human capital are being
raised, as the requirements for workers in the digital society are increasing.

In Table, we consider the correlation of frequently occurring words with the word “Employment”, in
order to determine the main trends and directions in the labor market.

Table. Correlation of frequently occurring words with the word “Employment”

Period Changes Social Status Problems Place (work)
1990-2000 rr. 0,99 0.87 0.84 0.81 0.72
2001-2010 rr. 0.66 0.97 0.68 0.74 0.71
2011-2020 rr 0.76 0.89 0.61 0.62 0.84

Note — compiled by the author based on the R program

Analyzing the data in Table, we can conclude that the employment sector has undergone a significant
transformation in the first study period (1990-2000). This fact is confirmed by the high values of the correla-
tion coefficients (“Changes” in the field of employment - 0.99). The social sphere (0.87), the status of work-
ers (0.84), jobs (0.72) also underwent strong changes. The transition to a market economy was accompanied
by a difficult process of adaptation to new conditions. It took time to build new market labor relations.

In the second decade (2001-2010) there is a slight easing of problematic issues in the field of employ-
ment. But the global crisis in the second half of the 2000s caused unemployment and precarious employ-
ment, which again exacerbated social tension in the labor market (Social problems - 0.97).

The third decade under study is characterized by changes caused by digitalization processes. The emer-
gence of new remote forms of employment raises concerns about future employment (0.84), social protection
of workers (0.89), and the development of human capital.

Discussions

With the rapid development of modern technology, new computer and Internet applications are generat-
ing large amounts of data at an unprecedented rate, such as video, photo, text, voice, and social media data.
This data often has high dimensional characteristics, which poses a major challenge for data analysis and
decision making. The right choice of methods shows its effectiveness in processing multidimensional data
and increasing the efficiency of the analytical component (Mezentseva, Kolomiiets, 2020).

The choice of features and methods plays an important role in compressing the scale of data processing
when redundant and irrelevant features are removed. The feature selection technique can pre-process analy-
sis algorithms, as well as simplify and improve the accuracy of results using the R program (Mastitskii,
Shitikov, 2014).

Over the past decade, many companies have been developing special software for processing text in-
formation. We note the following of them: Google, IBM, SAS, Angoss Software Corporation, and others.
According to Kovtun D.B., the R program is the most accessible to use, since other programs have a number
of shortcomings in their work. For example, Google’s programs contain restrictions on the analysis of un-
structured data, and Google’s software is not freely available (Kovtun, 2021).

Topic modeling refers to a wide class of application of machine learning algorithms to text data trans-
formed into a document-term matrix. Topic models are “statistical algorithms aimed at identifying and
measuring latent topics within a corpus of text documents”. Thematic models are divided into two groups.
The first includes documents supposedly having only one theme (single-membership models). Secondly,
documents containing several topics (mixed-membership models). Models that assume that each document
can have only one topic are implemented, for example, using cluster analysis (k-means, k-medians, etc.).
However, models that assume that each document can have many topics have become popular. Currently,
there are many such topic models: classical latent Dirichlet placement (LDA), correlated topic models, dy-
namic topic models, hierarchical topic models and structural topic models (Shipunov et al., 2014).
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Conclusions

The intellectual analysis of texts made it possible to identify the main trends in the labor market over
the past 20 years. Articles of post-Soviet scientists written in Russian were used as sources of analysis.

The main topic of the study is the employment of the population, the frequency of which is the highest
in all the studied files. In this regard, some of the most common words in all documents are “problems”,
“work”, “employment”, “labor” and “market”. The second largest problem is unemployment. This is con-
firmed by the high beta coefficient in 1995, equal to 3.26 e-4.

Also common and common to all documents is the word “change”, which implies transformational pro-
cesses in the labor market. In the documents of 2000 and 2005, it occurs the most times. It was during these
periods that mass computerization took place, informatization of all spheres of activity, which significantly
affected the employment of the population. The emergence of new industries (IT, services), the digitalization
of society have led to the emergence of new forms of employment, since the word “new” is most often en-
countered and discussed in 2000 and 2020.

One of the most difficult periods for the labor market was the year 2000, as the word “problems” ap-
pears more than 90 times and issues of employment, advanced training, social protection, etc. are raised. This
period is characterized by acute social problems.

Based on the analysis carried out, it is possible to note transformational processes in the labor market,
as well as to identify the following pronounced problems: incomes of the population, social protection of the
population, new working conditions, introduction of new forms of employment, and others.
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A.K. AtabaeBa

En0ex HapbIFBIHIAFbI TEHIEHIMIAPABI CAIBICTHIPMAJIBI TANIAY YIIiH
MOTIiH/I 6HAEY TEXHOJIOTHACHIH KOJAAHY

Anoamna:

Maxcamur: MakanaHbIH HETi3Ti MakcaThbl XaJIbIKTBI )KYMBICIICH KaMTY/BIH OH JKOHE Tepic TeHACHUIMSIIAPbIH, COH-
naii-aK 1aMy OarbITTapblHA TOH TPACKTOPHSUIApABI AHBIKTAY MaKCaTBIHIA QIEMIIK OKHFajap KOHTEKCIHIe MOCTKEHECTIK
KEHICTIKTET1 XaJIBIKTBIH XYMBICTIEH KAMTBUTYBIH Taj1ay.

Odici: 3epTTey OaphICHIHAA MOTIHII OHICY/IIH 3aMaHayH dJicTepi, atan atkauna Text mining, Word cloud xon-
JIAHBUIBL.

Kopuvimuinoei: 3amanayy TeXHOJIOTHSIIAP/IbIH, HHTEPHET-KOCHIMIIATIAP IbIH KapKBIHABI TaMybl AEPEKTEP/iH YIKSH
KeJIeMiH T'eHepalusiayMeH Katap Kypeli, oap/pl yaKTbUIbl OHJey OYTiHI1 TaHaa eMipiH opTYpJll cananapblHa, SFHA
QIIEyMETTIK, YKOHOMUKAIIBIK, CasiCH jkoHe T.0. Heri3ri mpobieManapasi 0ipi Oomsim Tadbbputansl. Ockl skahaHIBIK Mace-
JIeHI MIeUTyAe MOTIHIIK aKIapaTTsl OHICYAIH 3aMaHayH oicTepi, MOTIHACPAlI HHTEIUICKTYAIIbl TajIay TeXHOJIOTHsIIa-
PBI KeMeKKe Kemeni. by Kypammap opTypai AeHreiiieri ecenTep i MenryaiH THIMIUTITIH apTTRIpyFa MYMKIHIIK Oepei.
Text Mining TeXHOJOTHSCHIHA CHTI3IITEH AITOPUTMICD MITIHHIH HETI3Ti YFBIMIAPBIH, MA3MYHBIH OHE OJIapIbIH apa-
CBIHJAFEI OaMIaHBICTEI AHBIKTANHIEL.

Kasipri MoTin-MaiiHuHT Kyiteci Men R-Studio Garmapimamanay Tinin GipiKTipy MOTIH/I Taliay oHe eHICY caja-
CBIHJIA 3epTTeyJIep Kyprizyre MyMKiHIik Oepeni. by kyiienep craTHCTHKANBIK 9icTep/l Maianana OTHIPHII, KaHa-
JIBIKTAp KY)KaTTapbIHBIH, FRUIBIMUA KY)KATTApIbIH MaTCPHAAAPBIHBIH, OJOTTap/IbIH, TBUTTEPAIH, dJICKTPOHIBIK MOIITA-
JIapJIbIH, KapHaMaJap/AblH JKOHE OacKa aKmapaTTapAblH PEUTHHIIH eHmeimi. MoTiHIl TajmayaplH HEri3ri MiHmeTi —
KbI3BIKTHIPATBIH TaKbIPHIITApP Typalibl HAKTHI TYCIHIK aly, MaHbI3/bl aKMapaTThl MIBIFAPbIN ady. MoTiHIIK KyXKaTTap/ bl
Text Mining onmicTepiMeH Tangay OipHeIIe Ke3eHISpIC OpBIHIANAAbI: aKMaparThl i37€y, MOTIHIEPAI OHACY, KaXeTTi
akmaparthl ay, Text Mining amicTepin KonaHy, alblHFAaH HOTHXKEIEPi TaIay KOHE HHTepIpeTanusiay. MoTiHaepre
Tangay xKyprizy yuiH 1995-2020 sxpuinapaarsl eHOSK KoHE )KYMBICTICH KAMTY HapbIFBIHIAFB! YPAICTEp Typasl akia-
patThl KaMTHTBIH pdf. hopMaTEIHAAFEI MaKaagap TaHIAJIbL.

Tyorcvipvimoama: Conrbl 20 xpuiga eHOSK HapBIFBIHAA XKOHE XaJbIKTBI JKYMBICIICH KaMTyZda eleyli e3repictep
Oomnubl. MoTiHAI TalAay TEXHOJIOTHSUIAPHI 3epTTey Ke3eHIHAe eHOCK HapBIFBIHIA KYMBICCHI3IBIK, KYMBICKA OpHAJacy,
KYMBICTIEH KaMTyIbl TpaHC(pOpMalusiay, KYMBICIICH KaMTYJIbIH JKaHa HBICAHAAPBIHBIH Maiaa OONybl, QJICYMETTIiK
YKOHE TeHAEPIIiK mpobieManap jkoHe T.0. Mocerneep KOTepiireHiH aHbIKTayFa MYMKIHIIK Oep/ii.

Kinm co30ep: motinai enaey, Word cloud, TF-IDF, LDA, sxyMbICIICH KaMTy, €HOSK HApBIFHL.

A.K. AtadaeBa

IMpumenenue TexHojorum Text Mining auisi CpaBHUTEILHOTO aHAJIN3A
TeHIeHL M Ha PbIHKe TPyJa

Annomauyus

I]ens: OCHOBHOMH IENIBIO CTaThH SIBIISETCS aHAIHM3 3aHATOCTH HACEJICHHS Ha OCTCOBETCKOM IPOCTPAHCTBE B KOH-
TEKCTE MHUPOBBIX COOBITHH ISl MACHTU(DUKAIIMY TTO3UTUBHBIX U HETATUBHBIX TECHACHIWHA B cepe 3aHATOCTH, a TAKKe
XapaKTepHBIX TPACKTOPUI HANPABICHUH Pa3BUTHS.

Memoowl: B iporiecce MccaeI0BaHUs HCIOIB30BANCH COBPEMEHHBIE METOIBI 00pabOTKH TEKCTOB, B YACTHOCTH,
Text mining, Word cloud.

Peszyromamei: CTpeMUTEIbHOE Pa3BUTHE COBPEMEHHBIX TEXHOJOTHUH, HHTEPHET-MPIIIOKCHAN COMPOBOMXKTACTCS
reHepanueil 0opIINX 00BEMOB TaHHBIX, CBOCBPEMEHHAsT 00pabOTKa KOTOPHIX SBISICTCS HAa CETOMHSIIHUIN JEHb OJHOMN
U3 TJIABHBIX MPOOJEM passinuHbIX cep KU3HH — COLHUAIBbHBIX, IKOHOMHYECKUX, MOJUTHYECKUX U Jp. B pemenun
JAaHHOM r100aIbHOM MPOGIEeMBl Ha MTOMOIIb IPUXOAST COBPEMEHHBIE METOIbI 00pabOTKH TEKCTOBOM MH(pOpMAINH, TaK
Ha3bIBaGMbIE TEXHOJIOTHH WHTEIIEKTYalIbHOTO aHaJIu3a TeKCTOB. /laHHbIe HHCTPYMEHTHI MTO3BOJISIIOT TOBBICHTH dddek-
THUBHOCTB PEIICHHs PAa3HOTO YPOBHSI 3a/1a4. AJITOPUTMBI, 3aJI0KCHHbBIE B TeXHOJIOTHH Text Mining, BBISBISIOT OCHOBHBIC
TIOHSITHSI TEKCTA, COJIepKaHNE U B3aUMOCBSI3H MEK/1y HUMU.

WHTerpamusi COBPEMEHHBIX CHCTEM TEKCT-MailHHMHTa W s3bIKa MporpaMMupoBanust R-Studio maer BO3MOKHOCTH
IIPOBO/INTH MCCIIEAOBAHUS B 00JACTH aHANIM3a U NepepabOTKN TeKcTa. JlaHHbIe CHCTEMBI C TIOMOIIBIO CTATHCTHYECKUX
METO/I0B 00pabaThIBAIOT PEUTHHI HOBOCTHBIX JOKYMEHTOB, MaTepualibl HAyYHBIX JJOKyMEHTOB, OJOTOB, TBUTOB, JJIEK-
TPOHHBIX ITUCEM, PEKJIaMbl U ApYryro uHpopManuo. OCHOBHOW 3a7adell aHaIM3a TEKCTa SBIISETCS MOIyYeHUEe YETKOTO
MIPE/ICTaBIICHUS] 00 MHTEPECYIONINX TeMaX, U3BJICUCHHE BXXHON MH(popManuyu. AHalN3 TEKCTOBBIX JTIOKYMEHTOB METO-
namu Text Mining BBIMOJHSAETCS B HECKOJIBKO ATAIOB: MOUCK HH(POPMALHHK, NPeaoOpadoTka TEKCTOB, U3BICUCHUE Tpe-
Gyemoit nHbopManmu, puMeHeHne MetonoB Text Mining, aHanu3 W WHTEpPIpETanusl MONTYyIEHHBIX Pe3yapTaroB. Jis
MPOBE/ICHHUSI aHAIIM3a TEKCTOB 0TOOpaHbI cTarthi B popmare pdf, Brimouaronre HHPOPMAIIHIO O TEHICHIMAX HA PHIHKE
Tpyna u 3aHsAToCTH 32 1995-2020 roap!.

Bvigoowi: 3a nocnennre 20 €T MPOU3ONUIN 3HAYUTEIbHbIE H3MEHEHHS Ha PBIHKE TPYyAa W 3aHATOCTH. TexHOJo-
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TUX aHaJIn3a TEKCTOB IMO3BOJIMIIN BBIABUTH, YTO HA IMPOTAXKCHUU UCCIICAYEMOTO IEPHUOJa Ha PBIHKE Tpyaa IMOJHUMAINCH
BOIPOCHI 663pa6OTI/IIlbI, prﬂOYCTpOﬁCTBa, TpchtbopMaupm 3aHATOCTH, IIOSABJICHHUEC HOBBIX q)OpM 3aHATOCTH, COLMalIb-
HbIC, TCHACPHLIC HpO6J’IeMI>I u ap.

Kntouesvte cnosa: anamus texcros, Word cloud, TF-IDF, LDA, 3ansrtocts, peiHOK Tpyaa, Text Mining, HoBble
(OpPMBI 3aHSITOCTH.
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